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Motivation and Context
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Challenges

• Users may face various risks in releasing and accessing content 
(structured, semi-structured, unstructured) in online environments. 
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• Content release: Uncontrolled 
release of personal/sensitive 
data (privacy).

• How to protect privacy?
• How to avoid microtargeting?

• Content access: Access to 
“incomplete”/fake information.

• How to identify the utility of 
information protected from a 
privacy perspective?

• How to avoid misinformation 
access?



Putting the User at the Center

• In the trade-off between releasing personal/sensitive data and 
accessing useful/reliable information, users must play a central role.

• Provide users with automated and effective approaches promoting user 
autonomy.

• Easily interpretable results without the decision-making process being left 
only to algorithms.

4

ONLINE 
ENVIRONMENT

Release Access
Content Content

Marco Viviani – University of Udine, March 25th, 2025



The KURAMi Project

• KURAMi: Knowledge-
based, explainable User 
empowerment in Releasing 
private data and Assessing 
Misinformation in online 
environments.

• PRIN 2022: Research 
project funded by the 
Italian EU - Next 
Generation EU, Mission 4, 
Component 2, CUP 
D53D23008480001 and 
Italian MUR.
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KURAMi and Privacy: Some Tasks

• Various tasks are 
involved in KURAMi.

• In today’s seminar:
• Privacy risk 

assessment 
Highlights.

• Document
sanitization Data 
Marketplaces.
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• Query sanitization Generative IR.



Privacy Risk Assessment
Some Highlights
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Privacy and Structured Data

• Assessing privacy risk in structured data (E.g., relational databases, 
spreadsheets, …) typically involves several approaches, each with 
distinct techniques to evaluate risks of re-identification or 
private/sensitive information disclosure.

• k-anonymity, l-diversity, t-closeness: Approaches to reduce re-identification 
risk or sensitive information disclosure by ensuring indistinguishability within 
groups.

• Linkage attacks: Assessing risks from linking with external, not de-identified data sources.
• Differential Privacy (DP): Typically, adding “noise” to data to protect 

aggregated outputs.
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A Concrete Example (1)

• Obtaining 3-anonymity and 3-diversity.
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3-anonymous and 3-diverse table



A Concrete Example (2)

• An interactive privacy mechanism achieving Ɛ-differential privacy.
• The epsilon (ε) parameter quantifies the privacy-utility trade-off, with smaller 

values indicating stronger privacy protection.

• The mechanism works by adding appropriately chosen random noise 
to the answer a = f(X), where f is the query function and X is the 
database.

• E.g., query: “Compute the median of each column”.
a: Noisy versions of the medians.

10Marco Viviani – University of Udine, March 25th, 2025



Privacy and Unstructured Data

• Assessing privacy risk in unstructured data (e.g., images, audio, 
videos, text documents such as emails, and social media posts) is 
more complex due to the lack of predefined structure, like rows and 
columns, and the diversity of potentially sensitive information.

• Image and video analysis: Identifying faces or sensitive objects using 
computer vision.

• Audio analysis: Identifying voice biometrics, contextual clues, or 
environmental sounds, as well as inadvertent leakage of personal, location, or 
behavioral information.

• Text analysis: Identifying sensitive entities in text also based on semantic 
context and auxiliary data.
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Text Analysis and Privacy

• Step 1: Identifying sensitive entities using Named Entity Recognition (NER) and 
other NLP methods.

• Common entities include: personal data like names, addresses, emails, phone numbers, etc., 
including sensitive data like health conditions, political or religious affiliations, financial 
information, and other metadata like timestamps, geolocation, etc.

• Step 2: Assigning risk scores to entities based on:
• Entity sensitivity: Certain entities (e.g., health conditions) are inherently more sensitive than 

others.
• Uniqueness: Evaluates how rare and identifiable an entity is.
• Exposure: The probability of exposure due to attacks or misuse.

• Step 3: Aggregating risk scores by aggregating the risk scores of individual 
entities, often using weighted sums, averages, or maximum-based aggregation.
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Document Sanitization
Cassani, L., Livraga, G., & Viviani, M. (2024, September). Assessing document

sanitization for controlled information release and retrieval in data marketplaces. 
In International Conference of the Cross-Language Evaluation Forum for European

Languages (CLEF 2024) (pp. 88-99). Cham: Springer Nature Switzerland.
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The Context: Data Marketplaces

• Data Marketplaces (DMs) are specialized virtual spaces that allow the 
exchange of various kinds of data that can range from highly specific and 
niche data to more general and broadly applicable information.

• Data owners offer them for a fee on a DM. 
• Registered users can explore the platform to retrieve the data they need and, should 

they find data of interest, proceed with the purchase.
• DMs generate revenue usually through commissions from processed transactions.

• In marketplaces for physical items, products can be presented with 
accurate descriptions and photographs and are subject to return and
warranty policies.
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Open Issues and Possible Solutions

• Digital information presents different characteristics by its nature. 
• Data stored within DM platforms must be protected so that they are only 

visible to users who have purchased them. 
• These platforms must also equip potential buyers with the tools needed to 

determine whether the data they find are indeed useful for them, without 
exposing the entire content before the sale is concluded.

• Modern DMs also include unstructured data.
• The objective of providing an accurate description remains the same.
• Need for tailored strategies (blurring for images, key frames for videos).
• What about textual documents? Text sanitization.
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Text Sanitization

• ALERT: The sanitized text should:
• Protect the content not meant for disclosure.
• Be sufficiently representative of the original text  Sufficiently match the

buyer’s information needs.

• A twofold objective:
• Various sanitization techniques applied to textual documents within the DM 

context Masking and/or summarization.
• Assessing retrieval effectiveness of sanitized documents to verify that data 

sanitization, while concealing confidential content, compromises neither 
retrieval effectiveness nor data saleability.
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The Proposed Architecture
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Document sanitization in-house

Original documents can:
• Either be encrypted and sent to the 

platform (honest-but-curious).
• Or kept securely in-house by the owner.

Document 
search Sanitized documents

Document 
acquisition

The consumer selects a subset of documents of interest.
The consumer purchases the original versions of these 
documents.



Document Masking and Summarization

• Document masking: selectively 
masking parts of the document (in 
terms of tokens) as deemed 
necessary by the owner.

• E.g., if the owner does not wish to 
include the word ‘cat’ in a masked 
document, the original document can 
be sanitized by masking all 
occurrences of the token ‘cat’.

• We can apply or not Coreference 
Resolution (CR) Next slide.

• Document summarization: 
generating a summary of a 
document.

• Keeping just the most important 
sentences in the summary, i.e., 
extractive summarization. 

• Rephrasing the original documents in 
a shorter version, i.e., abstractive 
summarization.

• Extractive summarization preserves 
the original document’s 
representativeness by including 
original sentences in the summarized 
document.
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Coreference Resolution

• Coreference Resolution (CR) is the task of finding all linguistic 
expressions (called mentions) in a given text that refer to the same 
real-world entity.
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• The mouse and the elephant are 
two animals, belonging to the 
class of mammals. The former has 
an average weight of 20 g, while 
the latter can weigh up to 6,000 
kg. In addition, the latter, unlike 
the former, has a proboscis.

• The mouse and the elephant are 
two animals, belonging to the 
class of mammals. The mouse has 
an average weight of 20 g, while 
the elephant can weigh up to 
6,000 kg. In addition, the 
elephant, unlike the mouse, has a 
proboscis.

CR



Document Masking and CR

• [MASK] and [MASK] are two 
animals, belonging to the class of 
mammals. The former has an average 
weight of 20 g, while the latter can 
weigh up to 6,000 kg. In addition, the 
latter, unlike the former, has a 
proboscis.

• [MASK] and [MASK] are two 
animals, belonging to the class of 
mammals. [MASK] has an average 
weight of 20 g, while [MASK] can 
weigh up to 6,000 kg. In addition, 
[MASK], unlike [MASK], has a 
proboscis.

20Marco Viviani – University of Udine, March 25th, 2025

The latter (?)



Confidentiality Risk Assessment

• We intend the confidentiality risk as the possibility of demasking 
tokens that have been obfuscated by the data owner.

• Assessed by means of a demasking resistance measure:

• ௜௡௙: the number of inferred tokens from the sanitized document.
• ௠௔௫: the total number of obfuscated tokens in the sanitized document.
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The «Online News» Scenario

• Showing only the title or the first portion of an article may not be the 
best choice for a customer interested in purchasing the article itself.

• Data: a subset of the articles from the Washington Post collected as 
part of TREC.

• The collection includes 595,037 articles, stored in a JSON Lines format file, 
collected around 50 different topics. 

• A qrels.txt file is also provided for performance evaluation in IR.
• Only documents with a length of less than 512 tokens (a limit imposed by 

BERT) were considered for evaluation  3,776 articles.
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Implementing the Solution

• Summarization techniques:
• Luhn,
• KLSummarizer,
• Latent Semantic Analysis (LSA),
• LexRank,
• SBertSummarizer.

• Masking assumption: tokens to be 
obfuscated are entities in the 
original documents.

• Those extracted by means of Named-
Entity Recognition (NER).

• Demasking: performed using the 
DistilRoBERTa model.

• LLMs can be employed to infer masked
tokens.

• Retrieval models:
• TF-IDF, BM25, DLH, DPH, InL2, MDL2.

• Metrics:
• Average demasking resistance ,
• Mean Average Precision  ,
• Normalized Discounted Cumulative Gain 

.
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Some Results: Masking Alone
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Some Results: Summarization + Masking
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Average scores obtained over 
distinct document summary 
lengths (i.e., 10%, 20%, …, 
80%) for the considered 
evaluation metrics, denoted 
in this case as 𝑎𝑑𝑟 𝐷 ௔௦, 
MAP௔௦, and nDCG௔௦.



Some Results: Summarization + 
Masking + CR + Query Expansion
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Some Takeaways

• Simple token masking alone is less effective at mitigating the risk of demasking 
compared to the combination of token masking with text summarization.

• While improving confidentiality, this approach negatively impacts retrieval 
effectiveness. 

• A balanced approach can be achieved by incorporating Coreference Resolution during the 
masking process and employing Query Expansion during retrieval.

• Further research (some ideas):
• More sophisticated summarization algorithms that inherently incorporate data 

confidentiality principles could be developed. 
• Conducting comprehensive testing across various marketplace scenarios and datasets could 

validate the applicability and resilience of our approach.
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Query Sanitization
Herranz-Celotti, L., Guembe, B., Livraga, G., & Viviani, M. (2025, April).                    

Can Generative AI Adequately Protect Queries? Analyzing the Trade-off Between 
Privacy Awareness and Retrieval Effectiveness. In Proceedings of the 47th European 

Conference on Information Retrieval (ECIR 2025), Lucca, Italy, 2025
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The Context: Generative IR

• Users increasingly interact with generative AI tools and Information 
Retrieval Systems  Generative Information Retrieval.

• Queries have longer and more elaborate prompts  Likely containing 
more detailed and personal/sensitive information.

• Useful for users, yet risky for privacy  Several approaches for query 
protection, both security/privacy and IR research fields.
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Background

• Query protection can entail protecting:
• User identity (break link between identity and query).
• User intent (blur query content).

• Focus on query intent protection  Queries are modified before being sent to the IRS.

• Protection is typically enforced on the user side (no intervention from not 
fully trusted IRSs).

• Query modification:
• Generalization: lexical resources (e.g., WordNet) or heuristics to remove private/sensitive 

intent details.
• Noise addition (e.g., DP-based text generation).

• Query multiplication: confuse intent with dummy queries.
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The Investigated Open Issues

• Question 1: Can generative LLMs mimic query protection 
approaches?

• Question 2: Can generative LLMs offer a viable solution for balancing 
user privacy with retrieval effectiveness?

• Approach: Study the feasibility of applying query protection through
generative LLMs.

• Six different prompts.
• Inspired by SOTA confusion-based methods (query modification and multiplication).
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Prompt Engineering

• Let us consider the following Original Query (OQ).

• Let us consider the following Preamble (P).
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Prompt 1 (P1): Simple Rewriting
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Prompt 2 (P2): Generalization
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Prompt 3 (P3): Differential Privacy*
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*With a caveat



Prompt 4 (P4): Dummy Queries
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Prompt 5 (P5): Dummy Queries +      
Semantics
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Prompt 6 (P6): Dummy Queries + 
Generalization*
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*With a caveat



Implementing the Solution

• Goal: compare prompt-driven LLM 
methods with SOTA baselines.

• Lexicon-based (WordNet)
• Differential Privacy-based

• Different retrieval models:
• Sparse (BM25).
• Dense (MonoT5).

• Datasets:
• NFCorpus (medical IR).
• TREC-COVID (pandemic-related 

research).
• Touché (controversial topics).

• Metrics:
• Retrieval effectiveness (MAP, nDCG).
• Query syntactic (Jaccard index) and 

semantic (cosine similarity among
BERT embeddings) similarity.
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Some Results for Sparse Retrieval
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The best results are in 
bold. The second-best 
results are underlined.



Some Results for Dense Retrieval
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The best results are in 
bold. The second-best 
results are underlined.



Some Takeaways

• Lexicon-based SOTA achieves privacy protection in spite of retrieval effectiveness.

• DP methods achieve reasonable effectiveness with epsilon values too high (~50).

• LLM-based query multiplication seems to balance protection and retrieval 
effectiveness  “Query expansion” effect?

• LLM-based methods tend to perform better in sparse retrieval  To be 
investigated.

• By observing the queries generated, it seems that the LLM perceives the 
protection mechanism as a blurring of the query with more general terms (unless 
explicitly instructed otherwise).
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Overall Takeaways
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Challenges and Open Issues

• Text-based sanitization techniques and limitations: Sanitization techniques that modify 
or remove sensitive text can degrade the semantic structure. This reduces the quality 
and relevance of the information retrieved by IR systems.

• Privacy-precision trade-off: Advanced mechanisms such as Differential Privacy (DP) 
mechanisms often sacrifice too much precision to protect sensitive data. This leads to 
lower retrieval accuracy and less useful results.

• Inadequate privacy risk assessment: Current privacy risk measures, based on semantic 
similarity between sanitized and original text, are often insufficient. They may fail to 
detect deeper vulnerabilities or hidden risks.

• Generative AI and inversion attacks: Generative AI models can help design privacy 
solutions but are also prone to inversion attacks. These attacks may reconstruct private 
data from anonymized outputs using learned patterns.

44Marco Viviani – University of Udine, March 25th, 2025



Thank you for your attention!

Grazie per la vostra attenzione!

Questions? Domande?
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